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You get this way cool new 1idea....

You slave away day and night to make it happen ...
| You bring it online
on your single machine Hosted server .....

You are so proud, you tell ALL your mates ....
| And they are seriously
impressed!, and rave about it on all their

And somebody _
posts 1t to You make the home-page on
slashdot, all 3 !, 1t was a way
technoratl and cool 1dea after all!
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I don’t think
SO !



And there is more!

You have missed out on all that Adsense revenue!,
no birthday present for Gran this year...

Your Hoster 1s pissea because you took out 453

other sites hosted on that box, they suspend your
account. | |

You ran through your entire monthly bandwidth

allocation 1n 23 mins, and to rub salt into the
wounds, that was serving “exceeded maximum number

of database connections” error messages from PHP.

Your mates now think your site was called
“Error 500” and thats been done before.







Maybe Not!

There are some strategles you can use to
harden your site against burst traffic.

Accelerators
Caching

Session strategies.
Site Architecture

There are new options for hosting, that give

you big boy type capabllltles for very little
Ccost.

If you are dealing with News, you will have
to deal with this no matter what you do. News
1S by 1ts very nature bursty.




Agenda

® Overview of software performance
enhancements. |

® Overview of database performance

® Architectures for high performance
database systems.

® High performance server farm, coloc farm,
configurations and components.

® Big Metal systems

® Back down to the real world, some possible
low cost solutions. |



PHP with racing stripes
® Use a PHP acceleﬁatorl

_ Zend Optimizer ($%$%$)

- eAccelerator (ffee)

— APC (free)'-

® Can make 30%- 1@@@7 difference in
performance.

® Watch out with frameworks, some frameworks
do not play well with accelerators

® Make sure that PHP gets plenty of memory.



ccelerator

eAccelerator 0.9.5 control panel

Information

Caching enabled

yes

Optimizer enabled

yes

Memory usage

0.47% (0.0BMB/ 16.00MB)

Free memory

15.92MB

Cached scripts

8

Removed scripts

0

Cached keys

0

Actions

Caching

disable

Optimizer

disable

Clear cache

clear

Clean cache

clean

Purge cache

purge

Cached scripts

Filename MTime

Size

/A pplications/MAMP/bin‘/mamp/English/mamp.inc.php 2006-11-0914:40

5.79 KB

/A pplicationsAMP/bin‘/mamp/English/navigation.ine.php 2006-11-22 17:02

B.36 KB

/A pplicationsMAMP/Dbin‘fmamp/eaccelerator.php 2006-11-0914:40

43.12 KB

7Applications/MAMP/binfmamp/foot.inc.php 2006-11-00 14:40

1.28 KB

/A pplicationsMAMP/Dbin‘fmampframe.php 2006-11-0914:40

1.66 KB

/A pplications™AMP/bin‘fmamp/head.inc.php 2006-11-09 14:40

7.80 KB

/A pplications/MAMP/bin‘/mamp/index.php 2006-11-0914:40

4.11 KB

/ApplicationsMAMP/Dbin‘fmamp/we check.inc.php 2006-11-09 14:40

0.78 KB
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Cache, Cache, Cache

® Two main ways of caching, in the app, or in
the hardware.

® Many frameworks have built in caches, use them
they make a big difference.

® Alternatively 1if you are building. out your
site, consider putting an inline cache/proxy .
on the front to cache outbound html. See web
accelerators later.

® Cache 1n as many layers as you can, each one
reduces hits to your expensive data back-end.

® Watch out for update latency 1n caching.



Mysqgl for speed freaks

® Make sure that you give your database server
plenty of RAM, and tune the mysqgl caches to
match.

® Make sure you have thought hard about your
indices, and make sure all your queries are
covered.

® Use the longrunningquries log file to show you
which queries your system 1s struggling with.

® Avoid the use of esoteric sql functions and
constructs, they often cause 1ssues with
replication. Keep 1t simple, also helps with
maintence |



External Indexers

® Use an external i1ndexer for search
functions |

e Nutch (Java)

® | ucene (Javq) _ .
® cLucene (“C”, PHP Ruby etc)
® htDig (“C”, PHP)

® mnogoSearch (“C”, PHP)

® Much higher performance on Free Text
- queries, do not use MySQL for search
functions.



Break 1t up

® You will have probably started off with

Apache and MySQL co-hosted on the same
machine.

® If possible use separate web and
database servers so you do not have I1I/0
bottlenecking, and you can tune each
environment to match.




Write Master, Read Slaves

Single master write server, multiple read slaves.

® Suitable for systems with high read/write ratio.

® Suitable for up to 6-7 slaves, beyond that
replications traffic gets flakey.

® Can use twin masters for redundancy.



Master-Master Clustering

® Master Master - clusters
support replication
between two machines that
can both accept writes and
replicate to each other.

® However there are
restrictions, all. keys
must be unique across both
systems not just the one.
Auto-increment values are
problematic. |

® Not practical to operate
more than two masters,
problems mount quickly
after that.

. Not all SQL syntax 1is
available in this mode.

Web Servers

=
=

Master Database 1 Master Database 2




- Join the federation

® C(reate multiple clusters of
multi-master replication
pairs.

Webservers

® Use a hashing function on
primary key to bucket reads/
writes to a particular
cluster.

® No limit to the number of
clusters, depends on the
hashing function.

® Known as a federated array,
hash function is the
“federation function”.

® federation 1s implemented 1n
the data access layer of web

app

Master Master Cluster 1 Master Master Cluster N




Load balancing

o NMltiple techniques can be used to distribute
requests amongst a group or “farm” of web
servers.

e Important tool for scaling systems beyond the
performance of a single server.

® (Can operate across different co-locs to manage
farms of co-locs, each containing farms of web
servers.

® (Costs vary depending on approach.

e Software or hardware based systems are available.

- Lets look at some methods.

e



Simple DNS load

- balancing

Assign multiple ‘A’ Names gyaws Default (88,31) =)

~to a single dns name. - i ¢ ® . ¢

F

i

Mew Info @ Customize Close Execute Bookmarks
tim-hawkins-computer:~ thawkins$ host -t a waw.google.com

DNS r'qndomlzes the Or.der. www . google.com is an alias for www.l.google.com.

waw . 1.google.com has address 64.233.183.184

L wew.l.google.com has address &4.233.183.147
O-F the rle-turlns On eaCh . waw.l.google.com has address &4.233.183.99
oy waw 1. google.com has address 64,233 183,183

C(ﬂ. 1 tim-hawkins-computer:~ thawkins$ host -t a wew.google.com

waw _ google.com is an alias for waw.l.google.com,
wew .l .google.com has address &4.7233.183.183
. . . - waw . 1. google.com has address 64.233.183.184
Simple load distribution. [N ey rRT R
' wew .1 .google.com has address &4.233.183.99
y tim-hawkins-computer:~ thawkins$ host -t a wew.google.com
waw . google.com is an alias for waw.l.google.com.

Caut'i_()n * W'|_-|_-|_ d'|_ r'ecat www.1.google.com has address 64.233.183,104

wew . 1. google. com has address 64,233,183, 147

traffic to dead servers | et

waw . 1. google.com has address 64.233.183.183
tim-hawkins-computer:~ thawkinsd host -t a waw.google.com
W, google.com is an alias for wew.l.google.com.

Bad: DNS changes to add/ |pustimerpepoporbegoirey
wew.l.google.com has address &4.233.183.183

remove servers CClh take a www.1.google.com has address 64.233.183.104
. tim-hawkins-computer:~ thawkins$ |:|
long time to propagate.

Good: Dirt Cheap.




Redirection Load Balancing

Uses a “controller” to redirect
requests from site root domain
to individual named servers.

Fairly simple to implement.

Can be a single point of
failure 1n the controller.

Naturally forces all
requests for a user session
to one server.

Gets used a lot on Java
App servers.

Can be cheap as all
web servers can also
serve as controllers.

WilWsite.com

v site.com W site.com W ALsite.com




 Layer 4-7 Switch balancers

Distributes requests to
multiple web servers.

Monitors health of servers
and drops out dead servers
automatically.

Can distribute excess
connections to static
overflow server.

Supports multiple
distributions algos,
(round robin, least
connections, sticky
session).




Geographical Load Balancing

® Used to balance
traffic between
multiple colocs.

® Routes user to closeSt

network presence based.

on latency time
between client and
server. |

® Can be used to allow
automatic fail-over
between different
colocs.




Akama1 load balancing

® Akamail provides two main services

= Geographical DNS routing, aka
geographical load balancing

= Asset caching and dlstrlbutlon (Edge
network). |

® Expensive solution.
® Can support redundant colocs.

o Monitors status of servers and routes
to nearest/fastest.



Web I/0 Accelerators

® Web I/O accelerators are a hybrid system
- consisting of a Layer 4-7 switch balancer,

page 1/0 cache, and_encryption/compression
processor.

® Offsets the responsibility for result page
conditioning and transmission to an. external
appliance.

® S1ts 1n-front of a farm and handles all I/0.
® Pipelined fast I/0 to web-servers.

® Can dramatical increase I1/0 performance.



Go Stateless

° Try where possible to make your APP stateless.

® State, or sessions cause headaches for the load
balancer.

® Some environments (like java sessions) require
the whole user session.to be directed to the
same web-server. Locks users into machines.

® State—fuli systems often result in slow back-
end session storage requests, or large front-
end memory overhead.

® In general “State 1s the enemy of performance”.

26



Powering up the grid

® Amazon EC2, provides grid computing
capabilities at relatively low cost.
® Upload your own linux images for use as

Instances. _ |

® Create large farms without using physical e e compe PrgesaLe 4
hardware.

® You can add or remove nodes to scale up
Or down : : . Dwal Xeon 3,20 GHz

® You can even script it to activate/
deactivate node dependent on load,

true virtual hardware, node
management API available.

® (et big site capabilities for relatively little
cost.

Costs:

$0.10 per instance-hour consumed (or part of an hour consumed).

$0.20 per GB of data transferred into/out of Amazon (i.e., Internet traffic).

$0.15 per GB-Month of Amazon S3 storage used for your images (charged by Amazon S3).

27



~ Prototype with WM’s

You do’nt even need hardware- p—
e o > 0o m 6 Hi A

i setting UDMA33 on PIIX4 chip
: 4@968BMB <(UMuare Uirtual IDE Hard Drive BBB8BBAB1> at ataP-master UDMA33
: 838860888 sectors [88768C-15H/6351 16 sectors/interrupt 1 depth queue
: new disk add
A Intel checkl failed
& adB: Adaptec checkl failed
®, A : LSI (v3) checkl failed
r'l n m 'L adB: LSI (u2) checkl failed
, i FreeBSD checkl failed
- ,. atal-master: pio=PI04 wdma=HDMAZ udma=UDMA33 cable=48 wire
TA PseudoRAID loaded
Mc: Unknown Intel CPU.

- odule_register_init: MOD_LOAD Chwpmc, BxaB5cl19cB8, BxaB814478) error 78
ocnes daraLLeLs dn MWAEFE  fin ot oot o uiaotieis
, ARNING: / was not properly dismounted
. tart_init: trying -sbinsinit

oading configuration files.

°
ernel dumps on s/dev/adBslb
a OW Ol I O u 1 . ‘ Om L e e ntropy harvesting: interrupts ethernet point_to_point kickstart.
r lswapon: adding sdevw/adBslb as swap device

Starting file system checks:
devsadBsla: 9672 files, 187172 used, 794355 free (21427 frags, 96616 blocks, 2.

systems 1nside a development [
machine. -

View Themes Masters Text Shapes Table Chart Comment

Virtual Machine - Is Desktop

Create a multi-node system, r e —

ready to upload to a Grid —
system like ECZ2. |

You can version control o - —
images with SVN or CVS, to
manage roll-back etc.

Create a multi-node: system,



Monitoring Systems

® Basically. two types of monitoring
systems. |

= Availability monitoring.
= Performance monitoring.
® Some systems can do -both.

® Systems can have programed trip limits,
and either alert, or execute resolution
scripts.

® Try to get a system that supports
persistent loging and baselining.



&
ﬁADS - Application Monitoring System - Microsoft Internet Explorer
: File Edit View Favorites Tools Help
J @Back & \ﬂ M IJ‘ ) Search

&] http:/{chawz478 wks

. . - . .
® (Open source monitorin —

S y S t e m Y - : y ; ( STATUS SUMMARY )
. CSTATUSGRID D

- K 3-D STATUS MAP User/system/Idle CPU Utilization (%)

= - O IDLE CPU
- [ user CPU utilization

("SERVICE PROBLEMS b W system CPU utilization

= h (STATUS MAP h) 2200 00:00 03:00 0S:00 0O7:00 09:00 11:00 13:00 15:00 47:00 19:00
e

AYG MIN MAx

28 43 a9 ez

100 124 4% 16%
2 1% 4

‘ l I O r S S Om ("HOST PROBLEMS ) Ronneil Camara, Technical Specialist I Generated on Sun Apr 4 2 B 2004
S : t C LI t (CWETWORK OUTAGES )

- : nn:nu | [o0:00 =] Submit

€ COMMENTS b

(PROCESS INFO N
(PERFORMANCE INFO b
5 ; (" SCHEDULING QUEUE )

® Supports automatic
fault resolution
scripts. |

REPORTING

€ AVAILABILITY ) B

lsprisvsten/Tdle CRILNTilizatinn (%)

of o |

Service Status Details For All Hosts

2005 17:45:00 0d 6h 25m 37s 173 3 Packet loss = 0%, RTA = 046 m:

. ® Has logging and
baseline facilities.

oliemats 1042 MB (
213
2 s

® Performs status
alerting via email or
SCcripts.

22N Q2 10019 i 210 e 121919 mon

(] (] [ ]
m O n 1 t O r 1 n g S C r 1 p t S : r CDOWNTIME O User/Systen/Idle CPU Utilization for dbsu236 (last week)

0 ProFTPD 12102




Concept:

A Dynamic Scaledble
architecture for Startups

— As load increases and
— Low cast scaleable delivery systam ‘tl"ipS thresholds in
— Nagios monitor, action
Amazon EC2 Cloud scripts add dynamic
nodes to ECZ farm to
increase capacity,
linking them into the
load balancer. As load
decreases, it will
automatically remove

nodes from the farm.

You get Big Farm
load resilience
for peanuts, you
only pay for
what you use.

Squid Cache

W
5
= oz
u:'-:" —
O i =
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~Put it all together

Use PHP acceleration techniques to
optimize your code performance.

Tune your mysql, config and queries.

Often the biggest bottleneck.

Use multi-node systems if possible.

Use the ‘right architecture.

Load balance your system correctly.

Monitor, Monitor, Monitor.




Questions?




Thank you for your
Time.

thdwkins@yahoo—inc.com
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